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Abstract. Illumination is a critical element of photography and is es-
sential for many computer vision tasks. Flash light is unique in the sense
that it is a widely available tool for easily manipulating the scene illumi-
nation. We present a dataset of thousands of ambient and flash illumina-
tion pairs to enable studying flash photography and other applications
that can benefit from having separate illuminations. Different than the
typical use of crowdsourcing in generating computer vision datasets, we
make use of the crowd to directly take the photographs that make up our
dataset. As a result, our dataset covers a wide variety of scenes captured
by many casual photographers. We detail the advantages and challenges
of our approach to crowdsourcing as well as the computational effort to
generate completely separate flash illuminations from the ambient light
in an uncontrolled setup. We present a brief examination of illumina-
tion decomposition, a challenging and underconstrained problem in flash
photography, to demonstrate the use of our dataset in a data-driven
approach.

Keywords: flash photography · dataset collection · crowdsourcing · il-
lumination decomposition

1 Introduction

Crowdsourcing has been a driving force for computer vision datasets especially
with the rise of data-driven approaches. The typical use of crowdsourcing in this
field has been obtaining answers to high-level questions about photographs [7] or
obtaining ground truth annotations [21] for simple tasks such as segmentation in
a scalable and economical manner. However, commonplace strategies that rely on
user interaction do not apply to scenarios where complex physical processes are
involved, such as flash/no-flash, short/long exposure, high/low dynamic range, or
shallow/deep depth of field. With the wide availability and high quality of current
mobile cameras, crowdsourcing has a larger potential that includes the collection
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Fig. 1. We introduce a diverse dataset of thousands of photograph pairs with flash-only
and ambient-only illuminations, collected via crowdsourcing.

of photographs directly. With the motivation of scalability and diversity, we
tackle the challenge of crowdsourcing a computational photography dataset. We
introduce a new approach where the crowd captures the images that make up
the dataset directly, and illustrate our strategy on the flash/no-flash task.

Illumination is one of the most critical aspects of photography. The scene
illumination determines the dominant aesthetic aspect of a photograph, as well
as control of the visibility of and attention drawn to the objects in the scene.
Furthermore, it is an important subject in visual computing and the availabil-
ity of different illuminations of the same scene allows studying many different
aspects of the photograph such as relighting, white balancing and illumination
separation. However, capturing the same scenes under different illuminations is
challenging, as the illumination is not easily controllable without photographic
studio conditions. With its wide availability, flash is the easiest way for a ca-
sual photographer to alter the scene illumination. Thus, we focus on collecting a
flash/no-flash dataset for demonstrating our crowdsourcing strategy. Similar to
the Frankencamera [1], we use burst photography to capture several images in
quick succession. This allows us to obtain pairs of nearly aligned images under
different conditions; in our case, one is a flash photograph and the other is one
only lit by the ambient light sources existing in the scene.

We present a dataset of thousands of images under ambient illumination
and matching pairs that capture the same scene under only flash illumination.
Figure 1 shows several examples of illumination pairs from our dataset. We have
crowdsourced the collection of photograph pairs that result in a wide variety
of scenes. This would not have been possible under fully controlled studios. We
detail our approach, the challenges of crowdsourcing the photograph collection,
and the processing pipeline to provide flash and ambient illumination pairs.

We envision that having two separate illuminations can aid in high-level
tasks such as semantic segmentation or single-image depth estimation, as such
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high-level information is illumination-invariant. The dataset with image pairs
identical up to illumination can also help with illumination analysis [13] or in-
trinsic image decomposition. Additionally, as one of the images in each pair is
flash illumination, we hope that our dataset will encourage development of auto-
matic image enhancement and lighting manipulation methods for mobile devices
such as [8, 27] or support computer vision applications similar to [31].

Illumination analysis has been an important problem in visual computing,
e.g. the classical research problem of intrinsic image decomposition [4, 5, 20, 23]
where an image is decomposed into albedo and shading layers. Our dataset with
two separate illuminations enables a new and related problem, single-image illu-
mination decomposition. We present a brief study of illumination decomposition
to see our dataset in action, where we train a network to decompose a flash
photograph into corresponding ambient and flash illuminations and list the chal-
lenges that arise with this underconstrained problem. We show that although it
is still an unsolved problem, a network trained with our dataset can generalize
to substantially different images.

2 Related Work

Datasets of Separate Illuminations. Capturing the same scene under different
illuminations is a challenging task that typically requires specialized setups and
controlled environments. He and Lau [11] provide a dataset of 120 flash/no-flash
photograph pairs captured with a DSLR camera and a tripod for the applica-
tion of saliency detection. The dataset includes several objects, which define the
salient regions in the image. Hui et al. [12] also provide a small set of 5 flash/no-
flash photograph pairs. Murmann et al. [24] present 14 image sets captured using
their specialized setup, each set consisting of 4 photographs taken under different
flash directions. Krishnan and Fergus [18] also provide flash images taken with
their hardware setup for 5 scenes. Our new dataset is significantly larger than
the previously available examples, which allows its use for more data-demanding
machine learning methods.

Another major difference is that we provide the ambient and flash illumi-
nations separately, while flash photos in most of the previous work are indeed
flash-dominant photos including ambient illumination as well. Weyrich et al. [33]
provided a large dataset of facial images under different illuminations that were
collected using a lighting dome in studio conditions. Separate illuminations have
been provided for outdoor scenes with changing daylight and weather condi-
tions [25]. Vonikakis et al. [32] captured 15 scenes under two separate illumina-
tions in studio conditions. In contrast, we have collected our photographs via
crowdsourcing in the wild, which allows for a larger dataset with a high variety
of scenes.

Crowdsourced Datasets. Crowdsourcing has been an important tool for gener-
ating large-scale computer vision datasets. The crowd is typically utilized for
tasks like labeling images [7], annotating images for interactive tasks [4, 15, 17],
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or drawing detailed object segmentations [21]. These datasets and many oth-
ers use the crowd to conduct higher-level tasks for a given set of images. In our
data collection setup, however, the crowd takes the photographs themselves. The
main advantage of this approach is the wide variety of the input images that can
be collected. We discuss the challenges that arise with direct data collection via
crowdsourcing further in this paper.

Flash Photography. Previous work processing flash photographs mainly focuses
on the joint processing of flash and no-flash pairs. Eisemann and Durand [27]
and Petschnigg et al. [8] independently proposed the use of a flash photograph
to denoise and improve the corresponding no-flash photograph taken in low-light
conditions. Agrawal et al. [2] similarly use a flash/no-flash pair to remove the
highlights from the flash photograph. In addition to image processing, flash/no-
flash pairs have been used to improve image matting [31], automatic object seg-
mentation [30], image deblurring [35], saliency detection [11], and stereo match-
ing [34]. Recently, such pairs have been shown to be useful for white-balancing
scenes with multiple ambient illuminations [12], and separation of such distinct
light sources [13]. These works point to a wide set of use cases of flash/no-flash
image pairs. By providing a large set of flash/ambient illumination pairs, the
presented dataset enables further studies in these and other areas, as well as
enabling data-driven approaches.

3 A Dataset of Flash & Ambient Illumination Pairs

We introduce a dataset of flash and ambient illumination pairs. Specifically, each
pair consists of a photograph with only ambient illumination in a well-lit indoor
environment, accompanied by the same scene illuminated only with the flash
light.

The illuminations are provided as linear images at 1440×1080 resolution and
12-bit depth. Utilizing the superposition of light when there are multiple light
sources in the scene, the pairs can be used to generate multiple versions of
the same scene with varying lighting. For instance, to simulate a regular flash
photograph taken in a dark environment, the typical use case of flash, a portion
of the ambient illumination can be added to the flash illumination. Figure 3
shows several such variations. The white balance of the two illuminations can
also be altered separately to create more alternatives.

Our dataset consists of more than 2700 illumination pairs of a wide variety of
scenes. We have divided the dataset into 6 loosely defined categories, and several
examples of each category are shown in Figure 2. Roughly, 12% of the image
pairs are in the category People, 15% in Shelves and Toys categories each, 10%
in Plants, 30% in Rooms and the rest in the generic Objects category.

Previous work in flash photography presents flash/no-flash photograph pairs
taken in dark environments [8, 27], and hence the flash photograph contains a
portion of the ambient light. One important advantage of our dataset is that the
flash pair does not contain any ambient illumination, making the two illumina-
tions completely separate.
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People Shelves Toys Plants Rooms Objects

Fig. 2. We present a dataset of flash-only illumination with corresponding ambient
illumination. The dataset consists of thousands photograph pairs collected via crowd-
sourcing. The wide variety of images cover loosely-defined categories as listed at the
top of the figure.
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� = 0.0 (Flash) � = 0.1 � = 0.3 � = 0.5 � = 1.0 (Ambient)

Fig. 3. The 
ash and ambient illumination pairs can be linearly combin ed with varying
contributions ( � ) to simulate a 
ash photograph taken in darker environments.

Ideally, obtaining such separate illumination pairs requires a controlled setup
where the ambient illumination can be turned on and o�. However, such acon-
trolled setting makes it very challenging to scale the dataset size and limits the
variety of the photographs that can be captured. Instead of a controlled setup,
we use a dedicated mobile application to capture 
ash/no-
ash photograph pairs
and then computationally generate the 
ash-only illumination. Our setu p also
enables crowdsourcing of the collection process which in turn increases the va-
riety of the scenes that are included in our dataset. We detail our collection
procedure in Section 4.

We will open our dataset to the public to facilitate further research. Previous
literature in 
ash photography shows that our dataset can be utilized for study-
ing white balance, enhancement of 
ash photographs, saliency and more. The
availability of such a dataset enables studying these problems in a data-driven
manner. In addition, the availability of separate illuminations can be utilized for
studying illumination-invariance in a variety of scenarios, as well asopening up
the study of new problems such as illumination decomposition. We provide a
brief examination of illumination decomposition, i.e. estimating the 
ash illumi-
nation from a single 
ash photograph, as an example use case of our dataset in
Section 5.

4 Dataset Collection

We compute 
ash-only illumination from a pair of photographs, one taken with

ash and one without. Using the superposition of di�erent illuminants as seen
by the camera, the di�erence between the 
ash photograph and the no-
ashone
contains the information for the 
ash illuminant under certain conditi ons. First
of all, the raw values from the camera are required to correctly estimate the

ash light. The camera parameters such as exposure and white balance must
also match for the two photographs. In addition, the photographs, especially
the no-
ash photograph, should not contain saturated pixels. Finally, the two
photographs must be well-aligned.

In order to allow for crowdsourcing, we needed to devise an easy and un-
controlled capture setup. We achieved this with a dedicated mobileapplication
that takes the photograph pair with a single click. The application savesthe raw






















